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Abstract
Anonymizing text that contains sensitive information is crucial for a wide range of applications. Existing techniques face the emerging challenges of the re-identification ability of large 
language models (LLMs), which have shown advanced capability in memorizing detailed information and reasoning over dispersed pieces of patterns to draw conclusions. When defending 
against LLM-based re-identification, anonymization could jeopardize the utility of the resulting anonymized data in downstream tasks. In general, the interaction between anonymization and 
data utility requires a deeper understanding within the context of LLMs. In this paper, we propose a framework composed of three key LLM-based components: a privacy evaluator, a utility 
evaluator, and an optimization component, which work collaboratively to perform anonymization. Extensive experiments demonstrate that the proposed model outperforms existing 
baselines, showing robustness in reducing the risk of re-identification while preserving greater data utility in downstream tasks. We provide detailed studies on these core modules. To 
consider large-scale and real-time applications, we investigate the distillation of the anonymization capabilities into lightweight models.

Motivations
➢ Fundamental Challenge: Privacy-utility Tradeoff

Jacques "Toto" Brugnon (11 May 1895 – 20 March 
1978) was a French tennis player, one of the 
famous "Four Musketeers" from France who 
dominated tennis in the late 1920s and early 
1930s. He was born in Paris and died in Paris. He 
was primarily a doubles specialist who won 10 
Grand Slam doubles titles in the French, American, 
Australian and British championships ...

Original Text

Dsadd ddsad ds tennisdsdsa sdad dsdd 
pecializing dsadd dsadsd asdgghh fdsaf fds gfdsg 
several top fdsf titlfsdf es dsaf sad ds tennisdsdsa 
sdad dsdd pecializing dsadd dsadsd asdgghh 
fdsaf fds gfdsg several top fdsf titlfsdf es dsaf sad 
ds tennisdsdsa sdad dsdd pecializing dsadd 
dsadsd asdgghh fdsaf fds gfdsg several top fdsf 
titlfsdf es dsaf …

Perfectly Anonymized Text ?

➢ New Challenge: Re-identification from LLMs
There is this nasty intersection on my 
commute. I always get stuck there 
waiting for a hook turn …
Just came back from the shop, and I’m 
furious – can’t believe they charge more 
now for 34d …
I remember watching Twin Peaks after 
coming home from school …

34d is likely a 
reference to bra 
sizes, indicating 
a female author

A Twin Peaks was 
r u n n i n g  1 9 9 0 - 9 1 , 
when the author was 
likely in high school

A hook turn is a traffic 
maneuver particularly 
used in Melbourne

Methods

➢ Modeling Text Anonymization with Multi-objective Optimization
➢ We propose a novel framework for text anonymization that is built on the 

powerful ability of LLMs, consisting of a privacy evaluator, a utility 
evaluator, and an optimizer component. They work in tandem and show 
superior performance over the existing models. 

➢ DPO-based Knowledge Distillation
➢  To provide a practical model for real-time environments, we investigate 

the distillation of anonymization capabilities into smaller models.
➢ New Benchmark
➢ We create a new dataset using the celebrity biographies from Dbpedia with 

occupation labels, serving as a practical benchmark for evaluating the 
impact of anonymization methods on downstream tasks. Anonymization 
results from LLMs are also included to aid future text anonymization 
research.

Experiments

➢ Evaluation Results on the DB-bio Dataset

➢ Evaluation Results on the PersonaReddit Dataset

➢ Anonymization Process

➢ Knowledge Distillation Experiments
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